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[bookmark: _Toc121861449]NATO Architecture Framework Overview

	The NexGen M&S Capability Architecture describes the capability change programme, and the envisioned capability.  This design is communicated through models that reside in the Business, Information, Application, and Technology Domains, Models are constructed and named in accordance with NAFv4, and collectively serve as the "design" of the NexGen M&S Capability. Architectures at the Capability-Level are used to support the delivery of large, multi-phased and multi-project change initiatives (e.g. capability packages). They are used to:

· Support the elimination of duplicates and identify gaps in NATO investments within and between the nations, and identifying opportunities for improving efficiencies
· Support interoperability and strengthen security for NATO nation missions Direct, monitor, and evaluate the execution of a set of related projects

This architecture covers the following Architecture types:

· Business Architecture - describing the business strategy, management, organization, and key business processes including process ownership and key decisions) of the organization
· Information Architecture - describing the structure of an organization's logical and physical information assets and the associated data management resources and linking the information required to the key business processes and decisions
· Application Architecture - providing a blueprint for the individual application systems to be deployed, the information which they provide, the interactions between the application systems and their relationships to the core business processes of the organization with the frameworks for services to be exposed as business functions for integration

Technology Architecture - describing the hardware, software and network infrastructure needed to support the deployment of the application systems. The NATO Architecture Framework (NAF) provides a set of standardized Viewpoints that can be used for NAF-Compliant architecture efforts. However, not all of the standardized Viewpoints will be required for each architecture effort, and for specific architecture efforts additional Viewpoints might be suitable. The NAF Grid Representation (see Figure 3-1 below) is a two-dimensional classification scheme for the standardized NAF viewpoints, which serve as the baseline for any NAF-Compliant architecture effort. However, the selection of Viewpoints must be tailored to the specific architecture effort, i.e. suitable Viewpoints need to be identified in the grid, and additional Viewpoints must be defined, if and when required.
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	[bookmark: _Toc121861450]C3 – Capability Dependencies 
	NAFv3: NCV-4

	The C3 Viewpoint is concerned with identification of dependencies between capabilities, and defining the logical composition of capabilities (i.e. capability clusters). Views implementing this Viewpoint:
· Shall include all dependencies between capabilities relevant for the architecture.
· May defines logical groupings of capabilities by means of composition.



	

[Click to open]
	


[Click to open]





	[bookmark: _Toc121861451]C4 – Standard Processes (Mission processes - overview)
	NAFv3: NCV-6

	The C4 Viewpoint is concerned with identification of standard activities (e.g. doctrinal) and optionally with their traceability to the capabilities they support.
Views implementing this Viewpoint:
· Shall identify all standard activities relevant for the architecture.
· May provide a composition of these standard activities.
· May link capabilities to supporting standard activities.
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	[bookmark: _Toc121861452]C4 – Standard Processes (NexGen technical activities, use cases)
	NAFv3: NCV-6

	The C4 Viewpoint is concerned with identification of standard activities (e.g. doctrinal) and optionally with their traceability to the capabilities they support.
Views implementing this Viewpoint:
· Shall identify all standard activities relevant for the architecture.
· May provide a composition of these standard activities.
· May link capabilities to supporting standard activities.
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	[bookmark: _Toc121861453]C4 – Standard Processes (Use case threads)
	NAFv3: NCV-6

	The C4 Viewpoint is concerned with identification of standard activities (e.g. doctrinal) and optionally with their traceability to the capabilities they support.
Views implementing this Viewpoint:
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	[bookmark: _Toc121861454]S1 – System/Service Taxonomy 
	NAFv3

	The S1 Viewpoint is concerned with the identification of service specifications, and their organization into specialization hierarchies (taxonomies). Views implementing this Viewpoint:
· Shall include all service specifications relevant for the architecture.
· May organize all service specifications into a specialization hierarchy.





[Click to open]




	[bookmark: _Toc121861455]L1– Node Types
	NAFv3: NOV-2

	The L1 Viewpoint is concerned with the identification of nodes, and their organization into specialization hierarchies (taxonomies). In the NAF, nodes are logical entities (i.e. defined independent of their implementation) that are able to perform behaviour. Views implementing this Viewpoint:
· Shall identify all nodes relevant for the architecture. May show a specialization hierarchy for nodes.
· May trace nodes to capabilities they need. May trace nodes to roles they are performing in activities.
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	[bookmark: _Toc121861456]L2-L3 – Logical Concept (Operational concept graphic)
	NAFv3: NOV-1

	The L2-L3 Viewpoint is concerned with providing an executive level, scenario-based communication of the architecture purpose, scope and content. A View implementing this Viewpoint:
· Shall show the main elements in scope of the Architecture Description. Shall show the main interactions of these elements. May show interactions of the main elements with elements outside the scope.
· May include any meta-model element. May include rich picture or graphics.
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	[bookmark: _Toc121861457]L2-L3 – Logical Concept (Technical environment - Do Max)
	NAFv3: NOV-1

	The L2-L3 Viewpoint is concerned with providing an executive level, scenario-based communication of the architecture purpose, scope and content. A View implementing this Viewpoint:
· Shall show the main elements in scope of the Architecture Description. Shall show the main interactions of these elements. May show interactions of the main elements with elements outside the scope.
· May include any meta-model element. May include rich picture or graphics.
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[bookmark: _Toc121861458]Annex A: Miscellaneous Architecture Information

	[bookmark: _Toc121861459]L7 – Information Model (Setting & Scenario data ONLY)
	NAFv3: NOV-7

	The L7 Viewpoint is concerned with identifying information elements and describing their relationships. Views implementing this Viewpoint:
· Shall identify information elements relevant for the architecture.
· May identify relationships between information elements.
· May identify attributes of information elements.
· May associate attributes with data entities.
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C3 - Capability Dependency.xlsx
C3

										Capability Name (Dependent on Primary)

										CR 1.0 - Plan Simulation Event														CR 2.0 - Discover Assets								CR 3.0 - Access Applications						CR 4.0 - Develop Simulation Environment 										CR 5.0 - Execute Simulation Environment																		CR 6.0 - Analyse Simulation Results								CR 7.0 - Manage Data												CR 8.0 - Simulation Effects

		Capability Identifier						Capability Name (Primary)		CR 1.1 - Collaborative Planning		CR 1.2 - Collaborative Scenario Generation		CR 1.3 - Modular Scenario Development		CR 1.4 - Integrated Event and Simulation Planning Activities		CR 1.5 - Integrated Programmes		CR 1.6 - Guidance		CR 1.7 - Usability		CR 2.1 - Publish Assets		CR 2.2 - Search Assets		CR 2.3 - Search Compositions		CR 2.4 - Analyse Assets		CR 3.1 - Common Access  		CR 3.2 - Convenient Access  		CR 3.3 - Availability 		CR 4.1 - Access Scenario Data		CR 4.2 - Develop Scenario 		CR 4.3 - Compose Simulation Environment 		CR 4.4 - Modular Open Architecture		CR 4.5 - Software Development Kit - Extensibility 		CR 5.1 - Parameterize Simulation Environment 		CR 5.2 - Environment Deployment and Provisioning		CR 5.3 - Execute Simulation Environment 		CR 5.4 - Simulation Management and Control		CR 5.5 - Monitor		CR 5.6 - Interruptions		CR 5.7 - Iterative		CR 5.8 - Interaction		CR 5.9 - Interoperability and Integration		CR 6.1 - Collect Output Data		CR 6.2 - Conduct Analysis of Simulation Results		CR 6.3 - Reporting and Presentation		CR 6.4 - Archive Simulation Results		CR 7.1 - Data Ingestion		CR 7.2 - Process Data		CR 7.3 - Analysis 		CR 7.4 - Describe Data 		CR 7.5 - Archive Data 		CR 7.6 - Access Data 		CR 8.1 - Simulation Effects 		CR 8.2 - Multiple Levels of Abstraction 

		CR 1.0 - Plan Simulation Event		NGMS shall enable distributed and collaborative planning and integration activities		CR 1.1 - Collaborative Planning		NGMS shall enable synchronous and asynchronous collaboration for planning and integration activities		na		x		x		x

						CR 1.2 - Collaborative Scenario Generation		NGMS should enable simulation users to conduct simulation scenario development activities for the same event				ETEE		x		x

						CR 1.3 - Modular Scenario Development		NGMS should allow multiple domains of a scenario to be developed independently				x		ETEE		x

						CR 1.4 - Integrated Event and Simulation Planning Activities		NGMS shall enable coordination between operational and simulation users throughout the process to plan, prepare, execute and analyse simulation-based events								ETEE

						CR 1.5 - Integrated Programmes		NGMS applications shall integrate with applications from other capability programmes				x				x		ALL																														x																x

						CR 1.6 - Guidance		NGMS shall provide guidance to simulation users when conducting planning, preparation, execution, and analysis activities				x		x						na		x																										x

						CR 1.7 - Usability		NGMS applications should allow simulation activities to be performed by simulation users without the need for specialists				x		x								na																										x		x		x		x				x		x		x

		CR 2.0 - Discover Assets		NGMS should facilitate the sharing and discovery of simulation assets* and models* as stated in the NATO Modelling and Simulation Master Plan		CR 2.1 - Publish Assets		NGMS should allow assets to be made widely discoverable																na		x		x

						CR 2.2 - Search Assets		NGMS should provide the ability to search assets that have been published																		na				x

						CR 2.3 - Search Compositions		NGMS should enable the ability to search for compositions of services. This is a recommended requirement, with terms and definitions used in accordance with Modelling and Simulation as a Service (MSaaS)																				na														x

						CR 2.4 - Analyse Assets		NGMS should allow simulation users to assess metadata descriptions of assets																						na												x						x

		CR 3.0 - Access Applications		NGMS applications shall be accessible to remote users		CR 3.1 - Common Access  		NGMS shall provide a common access point for simulation users to access applications		x		x		x																		na		x		x				x		x						x		x		x		x		x		x		x		x						x		x

						CR 3.2 - Convenient Access  		NGMS shall provide simulation users controlled access to applications from NATO networks without the need to install new software		x		x		x																				CORE COMMS, ITM		x				x		x										x		x		x		x		x		x						x		x

						CR 3.3 - Availability 		NGMS should allow simulation users to access applications within desired time constraints of the users' operating tempo		x		x		x																						na				x		x										x		x		x		x		x		x						x		x

		CR 4.0 - Develop Simulation Environment 		NGMS shall allow users to develop and compose simulation environments		CR 4.1 - Access Scenario Data		NGMS applications shall access data sources from CR 7 needed to support scenario development				x		x																								na		x

						CR 4.2 - Develop Scenario 		NGMS applications shall enable the activities required to develop a scenario				x		x																										na								x																																						x

						CR 4.3 - Compose Simulation Environment 		NGMS should allow integrators to compose simulation environments.  This is a recommended requirement, with terms and definitions used in accordance with Modelling and Simulation as a Service (MSaaS) and Simulation Composition Services as defined in the C3 Taxonomy.																																		na						x

						CR 4.4 - Modular Open Architecture		NGMS should allow severable functionality and system components to be developed, added, removed, or replaced separately and independently				x		x		x		x						x		x		x		x		x						x		x		x		na		x		x		x		x		x										x																x						x		x

						CR 4.5 - Software Development Kit - Extensibility 		NGMS should allow the independent development of compatible and pluggable content and functionality																x																		x				na																																								x		x

		CR 5.0 - Execute Simulation Environment		NGMS shall allow simulation users to prepare, execute, and control interoperable simulation environments		CR 5.1 - Parameterize Simulation Environment 		NGMS shall allow simulation users to initialize stand-alone and distributed simulation environments with required input parameters																																								na				x								x		x

						CR 5.2 - Environment Deployment and Provisioning		NGMS shall allow the ability to provision supportive infrastructure																																		x						x		CORE COMMS, ITM		x

						CR 5.3 - Execute Simulation Environment 		NGMS shall allow simulation users to launch, monitor, and control simulation executions																																												CORE COMMS, ITM

						CR 5.4 - Simulation Management and Control		NGMS shall allow simulation users to conduct simulation management and control activities																																												x		na		x		x		x		x

						CR 5.5 - Monitor		NGMS shall allows users to remotely monitor simulation execution																																																na		x		x		x

						CR 5.6 - Interruptions		NGMS simulation should support interruptions to interact with simulation activities and events (e.g. turn-based game-play)																																																		na

						CR 5.7 - Iterative		NGMS shall allow simulation users to conduct and analyse iterative simulation according to experimental designs (e.g. explore trade spaces)																																																				na

						CR 5.8 - Interaction		NGMS shall allow simulation users to control and reconfigure simulation actions and events during a simulation event																																																						na

						CR 5.9 - Interoperability and Integration		NGMS shall enable interoperability and integration among NATO simulation assets1 and mission command systems

1 - Modelling and Simulation applications and services as defined by the C3 Taxonomy										x																								x										x		x										ALL		x								x												X		X

		CR 6.0 - Analyse Simulation Results		NGMS shall provide the data and functionality required to conduct analysis and after review activities		CR 6.1 - Collect Output Data		NGMS shall record simulation data as required by after action review and analysis																																																										na		x

						CR 6.2 - Conduct Analysis of Simulation Results		NGMS shall allow simulation users to analysis and visualise simulation results																																																x												DATA		x

						CR 6.3 - Reporting and Presentation		NGMS shall provide the ability for simulation users to generate reports to support after action reporting activities																																																x														na

						CR 6.4 - Archive Simulation Results		NGMS should archive products, technical execution details, and data associated with simulation events for future discovery																																																																na

		CR 7.0 - Manage Data		NGMS shall enable the acquisition, organisation, and use of data to support operational analysis and simulation development activities		CR 7.1 - Data Ingestion		NGMS should provide the ability to collect and ingest1 unstructured and structured data from various sources (e.g. open source, national sources)																																																										x								DATA		x

						CR 7.2 - Process Data		NGMS should allow analysts to transform, aggregate unstructured and structured data ingested from various sources, and tag, store and manage those data extracts for further exploitation																																																												x								na		x

						CR 7.3 - Analysis 		NGMS should allow analysts to conduct analysis as defined by Analytics Services and Statistical Analysis Services in the C3 Taxonomy																																																												x										na

						CR 7.4 - Describe Data 		NGMS should allow descriptive information to be associated with datasets																x						x																																										x		x		x				na				x

						CR 7.5 - Archive Data 		NGMS should provide the ability to archive datasets while distinguishing between curated and un-curated datasets																x		x		x										x																												x						x		x								CORE COMMS, ITM		x

						CR 7.6 - Access Data 		NGMS shall provide controlled access to common and agreed-upon datasets				x		x																								x																														x								x								na

		CR 8.0 - Simulation Effects		NGMS shall provide cross-domain, cross-functional simulation at multiple levels of abstraction		CR 8.1 - Simulation Effects 		NGMS shall provide, or enable the inclusion of capabilities that can provide, cross-domain and cross-functional representation																																												x																																		ESS

						CR 8.2 - Multiple Levels of Abstraction 		NGMS shall provide simulation at multiple levels of resolution, including mission level models and campaign level models as commonly understood by the military model hierarchy, as well as defense-enterprise1 level models																																												x																																				ESS

										Data Exploitation

										ETEE-FS

										ESS

										CORE COMMS / ITM
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C3 - Capability Dependency.png
Connectivity

Definition: The C3 Viewpoint is concerned with the identification of Dependencies between Capabilities, and the definition of the Logical Compsition of Capabilities

NCIA Service Lines

Operational Analysis (OA) Service Line

Wargaming Applications and Services

Enabling Applications & Services

M&S Applications and Services

Collective Training and Exercise (CTX) Service Line

134

Scenario modules, |

simulation traffic,

COl Applications & Services output

Joint
1CC,NCOP, iGeoSit, INTEL-FS, TOPFAS

M&S
collaboration
data

Air, Land, Maritime

AirC2Cls, LC21s, MCCIS Simulation traffic

1,2
Operational data

Logistics, Medical
LOGFAS, MEDICS, SABERS, MEDSUITE

Logistics, medical planning data

ETEE Applications
Joint Exercise Management Module (JEMM)

4

System
independent
data

Communications Services

NU/NS/MISSION-SEC networks
Exercise execution networks,
exercise experimentation networks,
Exercise Development Network (CAX
EXDEV)

CFBLNet

2

Core Services

Data sources (NATO, national)

Infrastructure Services

+ Low-overhead simulation applications
JWC Observation Reporting Tool (JORT)
Analysts Notebook

M&S COE wargaming capability (WISDOM)

44

4

= Workflow, planning and collaboration
applications and services

Simulation Systems
Joint Theater Level Simulation (JTLS)

Joint Conflict and Tactical Simulation (JCATS)
< JCATS Low Overhead Driver (JLOD)
VBS3
JEMM Information Services (JEMMIS)
Integration Services

Module interoperability * Simulation Management and Control

- » APl Services
— Simulation traffic 1,3 Interoperability Real-time Information
—p | Services (NIRIS)

HLA, DIS, C25IM

Data Analysis Applications and Services

Storage Services
* Data lake, data warehouse
Reporting and Visualization Services

* AAR Services, Dashboards

s 1,3

Data exchange
prodedures
Sharing rulesets
Metadata

1,4

Information Discovery Services

ADONIS - Digital Backbone

Legend: <———p-

* Force data, terrain, logistics,
parametric, civilian, order of
battle services, geospatial services

* NCIA Infrastructure

Integration Risk Assessment Criteria:

Integration Low Risk

NATO Data Catalogue

Maturity of Dependency Requirements
Maturity of the “Other” Capability

Integration Medium Risk
Integration High Risk

1 3.
2. 4.

—
PR

Complexity
Security

2

" Metadata Repository Services
g

L—p Business Rules Services





image5.emf
Operational  Processes.png


Operational Processes.png
OPERATIONAL PROCESSES Training & Exercises

Exercise Process.

3
STAGE 1 EXERCISE | (| STAGE2 EXERCISE =) ( STAGE3: EXERCISE =) ( STAGE 4 ANALYSIS )
CONCEPTAND PLANNING AND ‘OPERATIONAL 'AND REPORTING
SPECFICATION PRODUCT conpucT
DEVELOPMENT DEVELOPMENT
(CAX Database Development. = Exercise Control Process =
Develop =5 Collecthigh- =) Describeand =) Conduct | frnecessay, )
Scenario Teveldata dtibute an routine escabted
Modules inial ORBAT adjudication adjudication
Modue2) database
Doy mpor | Detabwse o) Collectand =)
Module6- Alfance force sharing
Evecuton data from
(STARTEX and ‘other sources
MEL/MIL)

MEL/MIL Development & CAX Support to MEL/MIL Development =)
rm——— Sychronize =) Develop =) Scrptinjects =)
MELMIL and events, operstonsl
multion incidents, and syne matrx

njects

L

:‘>H

il

ol

)





image6.emf
Simulation Support  Activities.png


Simulation Support Activities.png
M&S SUPPORT ACTIVITIES

NGMS Support Activities

Data operations =)

Planning operations )|

Discovery =)

Incorporate =)
data source

Process =)
uncurated
data

Store, register )|
curated /
MBS-ready

Control data =)
accessand
release

Utilize curated )
/MBS-ready
datasets

Share datasets =)

Automated )
data pipeline

Manage =)
metsdata

Conceptual =)
analysis
Conduct Initial |
Planning
Develop =)
operational

Determine eventcp)|
flow, gameplay,

interaction

Determine M&S <)
requirements

Determine <)
level of
abstraction

Determine )|
method and
techniques

Search 8 assess =)

Identity SMEs, =]

Access )
discovery.
application

‘applications,
Services,
models, tools

availabilty,
suitability, level,

specialsts, and
providers

Scenario Generation )

Develop settings, =)

Access.
application
(SAF) or service

=)

Load settings =)
data (maps,
theater data,
country books,
OPFOR
ORBAT

Develop =)
Scenario data
(stand-alone,
distributed),
(background
event, force

laydowns,

main events)

Test scenario )|
forvalidity and
integrity

Accessfinstantiste )
Services as part of a.
workflow

Configure simulation =)
environment

Execution

Access storefront |

(simulation
applicaion, ool,
dstabase)

Develop =)

Access )|
execution
environment

Compose =)
simulation
environment

parameters,
measures,
experimental
factors to be
studied

Integrate plugin =)
to existing
application (R,
python)

AccessNCIA =)
catalogue

‘Acquirevia NCIA o)

Set collection =)
parameters

Initslize |
simulation
environment
Provision <)
Simulation

enviomment

Integrate G test =)

Determine =)
Simulation

management

and control

Stimulate C2/ =)
FAS.

Anslyse Simulstion )
Resuts

Collect output =)
data

Anslyze results )

Extract results )|
and variables
ofinterest

Analyze PMESI| =)

Maintenance & =)
Governance

Conductworking =)
groups
dentify data <)

authorties

Conduct =)
recurring data
working

dentifyforce, )
geospatil,
parametric data

Develop common =)
datasets

Determine =)
processing, storage

Adjudication =)

transformations
(MBS-ready)

Determine <)
storage

Develop =)
exchange
agreements

l Determine data )

Monitorand <)
enforce
standards

Develop/Update/ =)
Supply Resources.

Access SDKsto. =)
develop models

Consult templates, =)
conceptual
modelling
standards,

modular open
Systems
architecture

Supply model, =)
service,
simulation
environment
composition

Supply dataset =)

Supplyvia )
NeiA

Integration via <)
NCiA

CET





image7.emf
Develop data for  models, simulations.png


Develop data for models, simulations.png
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Configure, execute, analyze.png
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System-Service Taxonomy (S1).xlsx
NexGen M&S Reference Arch

		NGMS REFERENCE ARCHITECTURE ELEMENT										Baseline Exists?		Gap 
(full, partial)		In Scope		Dependency / Out of scope

		User Applications		CIS, Joint Applications								y						x

				Air Applications								y						x

				Land Applications								y						x

				Maritime Applications								y						x

				Space Applications

				Special Operations Applications

				JISR Applications

				Defence Planning Applications								y						x



				Logistics Applications								y						x

				Medical Applications								y						x







				ETEE Applications								y						x





				Modelling and Simulation Applications		Simulation Planning Applications								x		x

						Simulation Application		Tactical Trainer										x

								Constructive, SAFs		Mission Level Model		x		x		x





										Campaign Level Model		x		x		x





										Enterprise Level Model				x		x



								Low-overhead simulation applications		Wargaming				x		x

										Operational planning



								Multi-paradigm M&S applications				x				x

								Model, content generation tools						x		x

										Software Development Kit, IDE

								Gaming engines				x				x





						Data farming applications								x		x





				Wargaming Applications		Platform for planning and collaboration								x		x











						Wargame data collection and analysis



				Analysis Applications		Analysis Planning Applications								x		x

						Data Analysis, Parametric Model Development Tools								x		x







						Advanced Analysis & Visualization Applciations						x		x		x

						Basic Visualization Applications						x		x		x

						Design of Experiment applications												x

						After Action Reporting						x				x

		Community of Interest (COI) Services		COI-Specific Services		Logistics Functional Services		Logistics Planning
Services				y						x

								C2SIM Interoperability Services						x		x

						Medical Functional Services		Casualty Rate
Estimation Services				y						x

						ETEE Functional Services		EXCON Services				y						x

								C2/FAS Interoperability				x				x



						Operations Planning Services		Deployment Plan
Services				y						x

								Courses of Action
Services				y						x

								Order of Battle
Services				y						x

								C2SIM Interoperability Services						x		x

						Modelling and Simulation Services		Scenario Generation Services		System-specific services		x		x		x

										System-agnostic services		x		x		x













								Workflow Services						x		x

								M&S Data and Information Services				x		x		x

















								Simulation data repository services		M&S Databases		x		x		x







										M&S Data Lake				x		x

										M&S Data Warehouse				x		x

								M&S Information Catalogue and Registry Service		Information Discovery
Services				x		x

										Information Access
Services				x		x

										Metadata Services				x		x

										Data archiving Services		x		x		x

								Model Registry
Services		Application Store
Services				x		x

										Model Access Services		x		x		x

										Model Discovery
Services				x		x

										Metadata Services				x		x

										Model, Exercise package  Registry and Archiving Services				x		x

								Simulation Services		M' in PMESII and DIMEFIL		x				x

										Other than 'M': P-ESII and DI-EFIL		x		x		x

										DIMEFIL actions				x		x

										Logsitics simulation		x		x		x

										Simulation Engine		y				x



								Simulation environment configuration services		Simulation environment initialization services		x				x

										Runtime configuration services		x		x		x

										Data collection configuration services		x		x		x

										Simulation enviornment provisioning and deployment services		x				x

										Deployment profile archiving services				x		x

								Integration services		Simulation Integration, Simulation Architecture		x				x

										Modular Open System Architecture (MOSA)				x		x

										Simulation to C2 Integration Services		x				x







								Simulation Control
Services				x				x













								Data collection services				x		x		x





								Visualization and analysis services		Simulation runtime visualization services (Ground truth COP)		x				x







										Dashboard configuration services				x		x

										Adjudication services		x		x		x



								After action reporting				x				x



		Core Services		Business Support Services		Communication and Collaboration Services						y						x







						Geospatial Services						x				x



						Data and Information Services						x		x		x



						Application Store
Services												x

						Information Catalogue and Registry Services		Information Discovery
Services										x

								Information Access, Archival
Services										x

								Metadata  Services										x

						Data Science Services		Data Ingest Services						x		x

								Data Processing Services						x		x

								Analytics Services						x		x

								Automated data pipelines						x		x

				Platform Services		Platform SMC Services		Service Discovery Services										x

								Platform Metering Services										x

								Platform Monitoring Services										x

						Web Platform Services		Web Hosting Services										x

						Database Services												x

						Data Lake Services												x

						Data Warehouse Services												x

				Infrastructure Services		Infrastructure SMC Services												x

						Infrastructure Processing, Networking, Storage Services												x









		Phystical		Facilitaties														x

				Communications Services														x
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Information Model (Setting-Scenario ONLY) (L7).xlsx
L7 (Setting-Scenario ONLY)

		L7: Information Model
The L7 Viewpoint is concerned with identifying information elements and describing their relationships

		ID		Data Name		Description

		D.1		System independent scenario data

		D.1.1		Force data (high level)		Faction definitions. Individual unit data. Command and support hierarchies. Naval formation data. Individual high resolution unit data.  ORBAT. Unit C2 structure, unit composition in terms of combat systems, air defence assets, engineering assets (bridging, mine clearing), sensors, jammers and other associated entities, e.g. runways and shelters for airbases. OOB - unit name, a location, a position. Force data (high, low level) (blue, red, etc.). HIGH LEVEL: Nation data (real units). Country books. TA Blue Book for CAX/simulation database. ORBAT Definition (force structure and its personnel, equipment and capabilities, equipment performance parameters).  Provided basically by Allies.  It should include all NATO (and close partner) nations. Data per classification (NS, NU, MISSION-SEC)

		D.1.2		Force data (low level)		Combat unit data include combat system names, characteristics (losses, weight, speed, supply category, etc.), and probability of kill (pK) tables. Performance of NATO nations maritime platforms and their systems, including aircraft, submarines, and autonomous vehicles.  ORBAT Definition, equipment performance parameters, Logistics holdings of units, C2 data structures. SCL for air platforms etc. Combat System Engineering Capability - FCHAR. 

		D.1.3		Unit template		UNIT TEMPLATES
Nation data (real units). Country books. TA Blue Book for CAX/simulation database. ORBAT Definition (force structure and its personnel, equipment and capabilitie, sequipment performance parameters).  Provided basically by Allies.  It should include all NATO (and close partner) nations. Data per classification (NS, NU, MISSION-SEC). 

		D.1.4		Logistics data (high level)		TPFDD Data (Unit arrival times, Arrival data). Strategic Re-supply Data (LOGIN times, Receiving units, Supplies lists)

		D.1.5		Logistics data (low level)		Logistics data represented by a number of supply categories, convoy speeds, various probabilities of kill, and damage category. Logistic Support Structure. Support relationships, critical supply categories and associated stock.  Road, rivers, rail, targets, movement networks.

		D.1.6		Target data (high level)		Individual target data networks. Pipeline and railroad. Bridge and tunnel target networks. IADS networks. Supply movement assets

		D.1.7		Target data (low level)		Target class definitions. Target data include time to repair, target category, name, location and size. Aircraft classes, SSM types, etc.

		D.1.8		Terrain data		Terrain data include items such as the terrain conversion constants, hexagon conversion constants, terrain values (open, city, mountain, ocean, etc.), barrier values (wadi, river, tank ditch, etc.), terrain movement delay multiplier, barrier movement delay multiplier and barrier trafficability threshold. Playing surface size in hexes. Hexagon conversion factors. Barrier and hex trafficability data. DTED, Shape. OGC standards. Terrain - unique, world-wide shapefile, elevation

		D.1.9		Prototype data		Tactical unit prototypes. Ship unit prototypes. High resolution unit prototypes. Faction prototypes. Force side definitions.

		D.1.10		Model Parameteric data		Modelling parameters are represented by weapon effects times, nuclear assessment times and combat assessment times. Random number streams. Altitude and depth zone definitions. Combat system definitions. Supply category definitions. Weather conditions and fronts. Air Defence. Air defence system characteristics. Aircrafts. Aircraft characteristics and weapon loads. Sensors. Sensor and jammer characteristics. SOF. Assets and capabilities

		D.1.11		Lethality data		Targetable weapon definitions. Target type. Group Aircraft loads. Load assignments. Weapon type lethality. Mine field lethality data. Lanchester data

		D.1.12		Civilian, infrastructure data		Road, rails, river, air/sea lanes, ports

		D.1.13		Medical data 		[See WG minutes]

		D.2		Scenario modules

		D.2.1		Scenario Module 1 - Geo-Strategic Situation		Generic description of the crisis area including the major regional actors, and a description of the crisis. Geo-spatial information (Small Scale overview map). PMESII

		D.2.2		Scenario Module 2 - Theatre of Operation		Static information/data about the region to support strategic assessments and operations planning.
Setting: A geographic and strategic situation designed to provide all the conditions required to support the achievement of high level exercise aims and objectives. The setting, which can be real world, fictionalised or synthetic, is the framework on which the scenario can be developed
developed
- Mapping/Map Dataset: Geospatical (vector, DTED)
- Theater data: Military assets, infrastructure, climate.  Geo data (bridges, faciliaties, etc.) for simulation systems. For wargames too.
- Country books: Non-state actor information. Country Studies/Information. Joint Exercise Scenario Tool (JEST) format, MS Word (going to put in tagged machine-readable formats)
- ORBAT (National, Regional, OPFOR): Weapons, equipments, locations/basing. OPFOR force structure

		D.2.3		Scenario Module 3 - Strategic Initiation		Finalize road to crises (Summary of major events). NATO political desired end-state, objectives. 

		D.2.4		Scenario Module 4 - Crisis Response Planning Information		Target Integrated Database: TOPFAS dataset
Geospatial information (Infrastructure) 
ORBAT (Friendly forces) 

		D.2.5		Scenario Module 5 - Force Activation and Deployment Information		Allied Force List (AFL) 
Aliled Disposition List (ADL) 
Combined Joint Statement of Requirements (CJSOR): Lists all units/capabilities necessary to achieve mission
Target Lists 

		D.2.6		Scenario Module 6 - Execution Information (STARTEX & MEL/MIL)		Scenario

		D.2.6.1		STARTEX		Tactical map
Force Laydown: STARTEX documentation. Initial Force Laydowns. OPFOR laydowns. Friendly force laydowns

		D.2.6.2		MEL/MIL		Road to Crisis. The background story that describes the historical, political, military, economic, cultural, humanitarian and legal events and circumstances that have led to the specific current exercise crisis or conflict. Storyboard. Main events leading to current situation. Storylines. 

Major events and injects: Main Events Lists. MEL/MIL database, operational assessments, reports). MEL/MIL Scripts. JEMM format. Events, incidents, and injects.

Operational sync matrix: Events, incidents, and injects syncronized using operational sync matrix
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